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Abstract
Curiosity-driven exploration in reinforcement learning often relies on prediction error or model loss,
which can lead agents to focus on noisy or unlearnable data. We introduce a novel intrinsic reward based
on the absolute dot product between a sample’s gradient and the model’s momentum. This measure
identifies samples that contribute meaningfully to learning by aligning with the model’s current update
direction. Experiments on modified MNIST and CIFAR-10 tasks demonstrate that our method improves
learning efficiency, remains robust to label noise, and induces emergent curriculum learning. Compared
to uniform and curiosity-based sampling, our approach offers a simple and effective alternative.
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1. Introduction and Related Work

Exploration in reinforcement learning (RL), enables agents to discover new knowledge and
improve their behavior over time. One widely adopted strategy, especially in curiosity-driven
learning, rewards the agent for encountering unexpected situations using prediction errors or
model loss as proxies for novelty. However, these methods frequently struggle to distinguish
between genuine learning opportunities and randomness. For example, unpredictable noise can
generate large losses, misleading the agent into prioritizing uninformative experiences [1].

In this work, we propose an intrinsic reward based on the correlation between an individual
sample’s gradient and the momentum of the model’s parameters. The intuition is that samples
contributing to meaningful learning will have gradients that align (or counter-align) with the
overall direction of parameter updates. In contrast, noisy or overly difficult samples will appear
misaligned or inconsistent, reducing their influence.

We show that this gradient–momentum correlation can act as a signal for identifying learnable
experiences, guiding the agent’s exploration in a way that is both robust to noise and conducive
to emergent curriculum learning. Through experiments on modified MNIST and CIFAR-10
tasks, we demonstrate how this method improves sampling efficiency and overall performance
compared to curiosity- and uniform-based strategies.
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The motivation behind this work is to improve exploration in reinforcement learning by
distinguishing between meaningful learning signals and noise. We address this by proposing a
simple intrinsic reward that better highlights learnable experiences, leading to more efficient
and robust training.
We theorize that there can be progress in learning whilst the loss is not decreasing, there-

fore challenging a core assumption in many reinforcement learning (RL) exploration meth-
ods—namely, that progress in learning is always reflected by a decrease in loss. Rather, the
paper justifies using a more nuanced signal—like gradient–momentum correlation—to detect
where real learning occurs supporting the development of more robust exploration strategies
that avoid being misled by noise or temporarily stagnant loss.
In previous work, one exploration approach which has sparked interest is to analyze the

loss of a surrogate model, for instance a model of the dynamics of the environment. Curiosity
driven approaches [2] [3] directly correlate exploration to the value of the loss. However,
these approaches assume that high losses correlate with high interest in visitation. This causes
problems in environments with epistemic uncertainty [1], which will be referred to in this paper
as ”noise”.

2. Method

Momentum, a standard component in optimization algorithms such as Adam [4], helps smooth
and accelerate learning by tracking recent gradients. It represents the accumulated direction
of learning. By comparing a current sample’s gradient of the loss with this momentum, we
can assess whether the sample contributes meaningfully to the ongoing learning direction. In
this work, we measure how well the gradient of each sample correlates with the momentum to
quantify its contribution to learning.

To avoid bias, our approach treats both positive and negative correlations with the learning
direction equally. This ensures that the model gives equal importance to data that either
reinforces or counterbalances its current trajectory, helping it find a more accurate balance
along that learning axis. As training progresses, this axis—representing the direction of ongoing
change in parameter space—shifts over time, reflecting the model’s evolving understanding.
We formalize this gradient–momentum correlation as an exploration bonus reward 𝑟𝑒𝑥𝑝 =

|∑𝑖
𝑔𝑖⋅𝑚𝑖
𝑣𝑖

| where 𝑔 is the gradient of a particular sample, 𝑚 is the momentum, and 𝑣 > 0 is its
second moment, as defined in the Adam optimizer, used here for normalization. This value can
be computed during backpropagation with no added computational cost. We incorporate 𝑟𝑒𝑥𝑝
as an intrinsic reward for each transition in the reinforcement learning environment.

3. Experiments

3.1. Experiment Setup

We evaluate our approach using modified versions of the MNIST and CIFAR-10 datasets. In
our setup, an agent selects which class to sample from for training a classifier. This process is



analogous to a reinforcement learning (RL) environment without extrinsic rewards, where each
episode spans three steps and corresponds to a single image-label pair.

At step one, the agent (actor) chooses a class. At step two, the environment returns an image
from the chosen class as an observation. At step three, the environment returns the correct
label of the previous image as an observation, terminating the episode. The classifier serves
as a dynamics model, attempting to predict the next observation - the label of the image. The
agent is trained to maximize an intrinsic reward 𝑟𝑒𝑥𝑝 using policy gradient methods.
Both the classifier and the agent are implemented as small multilayer perceptrons (MLPs).

The intrinsic reward 𝑟𝑒𝑥𝑝 is derived from the classifier during training and provides the learning
signal for the agent.
To introduce controlled variation in task difficulty and label noise, we group the 10 dataset

classes into four clusters: {0}, {1, 2}, {3, 4, 5}, and {6, 7, 8, 9}. Two distinct experimental conditions
are designed:

Experiment 1 – Curriculum: At the beginning of training, each sample’s label is randomly
reassigned to another label within its group. This creates a moderately perturbed label space
while preserving group-level semantic coherence.

Experiment 2 – Noise: Labels are randomized within their group each time a sample is
drawn, simulating stochastic and potentially noisy transitions. Here the agent chooses one of
the four class groups for sampling instead of selecting individual classes.

We compare our method against two baselines: (1) Uniform sampling (no agent), and (2)
Curiosity-based sampling, where the classifier’s loss replaces 𝑟𝑒𝑥𝑝 as the agent’s intrinsic reward.

3.2. Experiment Results

Figures 1 and 2 present the outcomes for MNIST under the Curriculum setting and CIFAR-10
under the Noise setting, respectively1.
In the Curriculum setting, our method exhibits a clear progression through the groups,

prioritizing them in the same order as their final losses, indicating an emergent curriculum.
Unlike curiosity-based exploration, which emphasizes high-loss samples, our method selects
samples based on where the learning gradient is steepest. This allows easier groups to improve
quickly early in training while harder groups are addressed later. As a result, overall convergence
is accelerated compared to uniform sampling.

Notably, our method stops focusing on the easiest group before it reaches its minimum loss,
suggesting that it prioritizes regions of steep learning over low absolute loss. In later training
stages, sampling becomes more proportional to loss magnitudes, resembling curiosity-based
behavior, but still differs by not entirely neglecting lower-loss groups.

In the Noise setting, our method maintains stable performance across groups. On CIFAR-10,
it prioritizes groups roughly in accordance with their noise levels, with less attention given to

1For brevity we omitted results for CIFAR-10 on experiment 1, and MNIST on experiment 2 as these results were
very similar to their counterpart on the same experiment.



Figure 1: Comparison of losses and sampling between all methods on MNIST variant 1 ”Curriculum”.

Figure 2: Comparison of losses and sampling between all methods on CIFAR variant 2 ”Noise”.

the no-noise group—a sign of resilience in differentiating learnable patterns from randomness.
On MNIST, it samples more evenly among the noisy groups while still avoiding overfitting to
the easiest class.

Curiosity-driven sampling, in contrast, tends to focus solely on high-loss groups. This results
in degraded overall performance, particularly in the Noise condition, as it fails to distinguish
between informative difficulty and pure noise.

In Figure 2 for uniform, we can notice that the slope of groups 2 and 4 is slightly steeper than
that of group 3. Our method takes notice of this, and gives group 3 a slightly lower priority at
the start, similar to the curriculum behavior we saw in variant 1.



4. Discussion

Our experiments show that gradient–momentum correlation may be a reliable signal for guiding
exploration. Unlike curiosity-based methods that treat all high-loss samples equally, our ap-
proach successfully downweights uninformative or noisy data. Near convergence, our method
slightly favored samples with noise over those with zero loss (Figure 2). While this might seem
suboptimal, it may preserve the chance to extract overlooked structure, rather than discarding
samples that appear noisy but may still be learnable.

We also observed emergent curriculum learning, where the agent progressed through sample
groups in a manner that mirrored their difficulty. This property may be valuable in RL domains
where complex tasks require mastering foundational ones first [5, 6].

5. Future work

Future work could explore alternative formulations or transformations of the signal other than
the dot product with the gradient momentum. Additionally, tuning the momentum parameters
or adapting them during training may influence the quality of the intrinsic reward and warrants
further investigation. Nevertheless, this paper presents a novel but simple approach, leaving
room for broader exploration of its underlying concept. Our next steps include applying this
method in larger and more complex RL environments, with a focus on domains that require
advanced exploration strategies such as Crafter [7] or Procgen [8].
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