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Abstract
This work describes how datasets with specific people behavior, for example, movement speed and
grouping, affect training and testing performances, which influences the overall model accuracy. By
splitting the dataset based on how fast people move or how dense they are, we realize that datasets
with fast-paced people do not generalize well. However, surprisingly, generalization from training in
clustered people is even worse. This shows that, when lacking data, focusing on slow movement and
isolated objects gives more information for the network to generalize.
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1. Introduction

Accurate counting of people in public spaces using overhead cameras is crucial for applications
such as crowd management, resource allocation, and security. However, various challenges,
such as rapid movement, headwear occlusions, and bidirectional flow, can affect the precision of
counting systems. Recent advances have focused on addressing these issues through innovative
hardware and sophisticated algorithms.

Tracking and counting people has been done historically both with traditional image pro-
cessing methods and more recent deep learning methods, or hybrid methods. As an example,
in [1], a system is presented that tracks individuals by monitoring their heads and shoulders
in complex environments. It addresses challenges such as occlusions and varying movement
patterns by employing a combination of Hough Circular Gradient Transform for head detection
and Histogram of Oriented Gradients (HOG) [2] based symmetry methods for shoulder detec-
tion. People tracking is done through deep learning, and counting of people is done through
cross-line judgement as they are tracked.

This work analyzes how training on specific behavior affects training and testing, which
affects tracking and counting.
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2. Literature review

There is an extensive list of works on detecting and tracking people from overhead camera
images. Ahamed et al. [3] develop a people counter. The software was executed on an Intel NUC
12 Pro Mini PC, without GPU. Even though they replaced a line by a region when counting, the
uncertainty generated by the process and the measurement system (image grabbing + detection)
is not taken into account.

Konrad et al. [4] introduce a people counter which uses the RAPID model for fish eye cameras.
However, there is no work that analyzes the performance of RAPID with embedded devices.

Serrano-Cuerda et al. [5] shows a handmade people counter using image processing and
morphological operations. It suffers from the limitations of image processing solutions: mor-
phological operations will not account for scene variations like lighting. Also, the blob detector
does not work with people with an appearance (e.g. clothing) similar to the ground. Since it is
not a learnable model, it will not work with different camera setups (e.g. different heights and
orientations) without manual reparametrization.

3. Methodology

The system can be divided into four main parts, illustrated in Figure 1.

Detection Matching Tracking Counting

Figure 1: Main steps of the people counter

For custom model training, dataset collection and annotation are important steps. Annotations
were made in our in-house annotation tool. Figure 2 shows a screenshot of it.

3.1. Detection

Detection means finding the location of instances of a specific class within an input source, for
example, a camera video frame [6, 7]. This location may also be accompanied by additional
parameters, such as the region of interest, also called the bounding box. Deep learning-based
works usually make a distinction between object detection (finding bounding boxes) and instance
segmentation (finding the actual subset of pixels that belongs to the instance).

Solutions for the object detection problem make extensive use of methods from areas such as
Image and Signal processing, Computer Vision, and Machine Learning, with special attention
to the increasing demand for deep learning. Our work gives special attention to models that are
designed for accuracy, small size, speed, and low power consumption. A popular model that we
choose for this analysis is MobileNet V3 [8] with SSD Lite [9].

In this work, the detector receives an image 𝐼 : Z𝑑 → Z𝑐, where 𝑑 is the coordinate
space dimension and 𝑐 is the number of channels, and outputs a list of bounding boxes {d𝑖}
called detections. There are different representations for a box, like two opposing corners or
a center/size. Some tasks may also require box orientation. Usually multiple detections may
occur for a single target, leading to post-processing tasks such as non-max suppression.



Figure 2: In-house web-based video annotation tool used during dataset annotation.

3.2. Matching

We apply Kuhn–Munkres (or Hungarian matching) algorithm [10] to match the detections {d𝑖}
with previously detected people, or tracks t𝑗 , which outputs:

• The pairs (d𝑖, t𝑗) where detection d𝑖 matches track t𝑗 ;
• The list {d𝑖} of detections without assigned track, i.e., potentially new people.
• The list {t𝑗} of tracks without detections, e.g., lost people.

3.3. Tracking

Tracking, in the context of video, is the process of associating target objects, a.k.a tracks t𝑗 ,
across different frames. The real states of those tracks are unknown. The goal is to estimate the
state based on the input source and the intermediate results, for example the detections d𝑖.

Kalman Filter [11] is a popular method which uses a series of noisy measurements (detections
d𝑖) observed over time to estimate the unknown state of the target object. Its basic form works
with linear systems, where variations like Extended Kalman Filter (EKF) and Unscented Kalman
Filter (UKF) are designed for non-linear systems [11].

3.4. Counting

We define a line to count how many tracks traverse it, in Hessian normal form: l = [𝑙1, 𝑙2,−𝛿],
where ⟨l,p⟩ = 0,∀p ∈ ℒ (ℒ is the trace of the line), [𝑙1, 𝑙2] is the normal vector of the line,
and 𝛿 is the orthogonal distance from the line to the origin. Since l is homogeneous, l and 𝛼l
(𝛼 ̸= 0) represent the same line. The line normalization[12] of 𝛼l = v = [𝑣1, 𝑣2, 𝑣3] recovers l:

l = v
−sign(𝑣3)
‖v:2‖

, where v𝑖:𝑗 = [𝑣𝑖, 𝑣𝑖+1, . . . , 𝑣𝑗 ] and v:𝑗 = v1:𝑗 .

An easy way to find the line that passes over two homogeneous points (p1,p2) is l = p1 × p2,
that is, the cross product between them. For any homogeneous point p, the signed distance of
the point to the line l is their dot product: 𝛿p = ⟨p, l⟩.

Assuming that we choose the center ct of the track t, for two subsequent frames, we can
check whether ct crosses l by verifying if its distance sign⟨ct, l⟩ changes sign.



4. Results

4.1. Based on people speed

We compared training sessions based on speed (fast and normal). Figure 3 (left) shows two
training sessions when training and testing in the same speed category (but different data set
splits). Figure 3 (right) shows the training sessions when choosing different speeds for training
and validation. We see that a dataset with walking speed conveys more information than one
with running speed.

Table 1
Validation Loss (based on speed)

training
normal fast

classif. regres. total clasif. regres. total

test
fast 2.57 2.327 4.897 2.312 1.559 3.871

normal 2.479 2.344 4.823 2.367 1.453 3.82
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Figure 3: Validation loss: training and testing on same speed (left) or different ones (right).

4.2. Based on people clustering

We also investigated the performance of the model when we split the dataset based on how
clustered the people are. We split the database based on the distance of the bounding box center
to the closest neighbor. We set a threshold for this split. Table 2 shows the validation loss.

Table 2
Validation Loss (based on people clustering)

training
alone grouped

classif. regres. total clasif. regres. total

test
alone 2.299 1.498 3.797 7.281 3.795 11.08

grouped 2.472 2.139 4.611 2.362 1.764 4.186

Even though we have a low validation loss when training on clustered bounding boxes when
testing also on clustered ones, the results show a poor generalization behavior when testing
against other types of datasets.



5. Conclusion

In this work, we showed in this work that generalization of the model is affected by how the
training dataset represents the characteristics of the people. We analyze how fast speed and
grouped instances might affect the accuracy of inference in slow and individual instances.
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