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Abstract
With the rapid advancement of artificial intelligence, the concept of trustworthy AI (TAI) has gained
significant prominence, and various guidelines have emerged to direct the development of trustworthy
systems. While research has produced valuable insights about TAI, we lack a comprehensive understand-
ing of its characteristics and for whom the current TAI frameworks are important. In this paper, we
address this challenge through a scoping review of the concept of TAI, proposing distinct characteristics
of TAI based on the their themes and identifying the stakeholders for whom current frameworks are
most relevant. This paper contributes to the literature on AI-systems development and deployment by
offering a comprehensive understanding of trustworthy AI. In addition, it highlights the challenges of
translating the concept of trustworthy AI into practice and what this means across different stakeholder
groups.
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1. Introduction

Artificial Intelligence (AI) has rapidly evolved into a transformative research field, attracting
significant attention from both academia and industry. This growing interest is reflected in
the expansion of the AI market, driven by advancements in machine learning, increasing
availability of data, and a rising demand for intelligent systems across various industries [1, 2],
including public sector organizations [3]. However, the successful integration of AI systems
into organizations and society depends on the capacity to develop trustworthy AI (TAI), that is,
systems that are transparent, accountable, and aligned with ethical principles [4]. Users must
also trust these systems. Importantly, the level of trust that end-users have in an AI-system
impacts the degree of adoption of the system [5]. Building TAI is a complex, multidimensional
challenge. Trust in technology is only about how well we understand how a system works; it
also depends on people’s biases and attitudes towards technology. From an academic standpoint,
ensuring TAI requires an interdisciplinary approach spanning computer science, social sciences,
and ethics [6]. As AI technologies become increasingly embedded in everyday operations, the
demand for TAI has surged. This evolution has made it more important to understand the pillars
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and characteristics of TAI, and hence how to cultivate it through development and use.
In recent years, numerous frameworks, guidelines, and reports have emerged to establish

trust in AI. Various organizations worldwide have developed ethical guidelines and principles
to establish trust in AI systems [7]. These include the EC ethics Guidelines for trustworthy AI
[8], the OECD principles on AI [9], the white house AI principles (U.S.) [10], the Chinese AI
principles [11], the NIST’s trust assessment methods [12], the UNESCO’s recommendation on
ethical AI (international) [13], the ISO standards for ensuring trust in AI [14], and DARPA’s
guidelines for explainable artificial intelligence (XAI) [15], among others. Despite this growing
body of work, research on TAI remains fragmented and often lacks clear guidance on what TAI
entails and for whom it is most relevant. This lack of coherence complicates the implementation
of existing frameworks and guidelines, where AI development and adoption are widely studied.
Addressing these gaps is essential for improving our understanding of TAI and refining its
practical applications for key stakeholders, including users, developers, policymakers, and
managers.

Although numerous guidelines exist, the conceptualization of TAI remains inconsistent
across disciplines, and terminological variations further contribute to fragmentation. Even
within the same terminology, different sources offer slightly different interpretations of TAI
principles, requirements, and recommendations. This inconsistency fosters the perception that
AI communities lack a unified understanding of TAI, complicating efforts to build trust across
stakeholders. However, despite these challenges, these guidelines and principles remain crucial
in fostering trust throughout the life-cycle of the AI system.

Given the increasing interest in AI’s societal impact and its ethical alignment, TAI has
emerged as a key concept in addressing critical concerns about AI governance. To bridge the
existing research gap, this literature review synthesizes the current state of knowledge on
TAI in information systems and related fields such as computer science. As the discourse on
TAI continues to expand, it is imperative to consolidate existing research to provide a strong
foundation for both scholars and practitioners. This synthesis aims to clarify key concepts,
identify knowledge gaps and challenges, and highlight opportunities for future research. In this
context, we formulate the following research question:

RQ: What is trustworthy artificial intelligence, and who are the stakeholders?

By addressing this question, the study contributes to a more comprehensive understanding
of TAI, and highlights the importance of considering whose trust is impacted by AI systems,
emphasizing the diverse stakeholders and contexts in which trust operates.

2. Background

2.1. Trust and Trustworthiness

Trust is relational and complex, involving at least two actors: one who trusts (the trustor) and
one who is trusted (the trustee). In this relationship, the trustor relies on the trustee to carry out
(or not carry out) a particular action [16]. Numerous definitions of trust exist across different
disciplines, but Lukyanenko et al. [17] offer a general definition by generalising human mental



and physiological mechanisms to trust agents, such as AI agents. They define trust as “general
trust is an information processing and behavioural process within a trusting agent that considers
the properties of another system to control the extent and parameters of the interaction with
this system.” In the context of Information Systems, Mayer et al. [18] describe trust as “trust
is the willingness of a party to be vulnerable to the actions of another party based on the
expectation that the other will perform a particular action important to the trustor, irrespective
of the ability to monitor or control that other party.” Duenser and Douglas [19] add that “trust
relationships involving AI are socio-technical in nature, incorporating not only the AI itself
but also people, laws, social norms, and institutions.” Similarly, Siau and Wang [20] propose
three perspectives on trust: (1) a set of specific beliefs dealing with benevolence, competence,
integrity, and predictability (trusting beliefs); (2) the willingness of one party to depend on
another in a risky situation (trusting intention); or (3) the combination of these elements.” While
closely related, trust and trustworthiness are distinct concepts. Trustworthiness, on the other
hand, is a trait (characteristic), often confused with trust itself. Being trustworthy does not
automatically create a trust relationship, nor does it guarantee that trust will be established
[16]. The following section elaborates on the transition from trustworthy computing to TAI.

2.2. Trustworthy Computing to Trustworthy-AI

In the United States, 1999 report “Trust in Cyberspace” by the National Academies [21, 22]
laid the foundations for what is now called “trustworthy computing” as a key area of research.
Shortly after, the national science foundation (NSF) launched a series of initiatives to advance
this field, starting with the “trusted computing program” in 2001, followed by the “cyber trust
initiative” in 2004. By 2007, the trustworthy computing program was introduced, and in 2011,
it evolved into the secure and trustworthy cyberspace initiative (SaTC). Spearheaded by the
NSF’s Computer and Information Science and Engineering Directorate, these efforts expanded
trustworthy computing research beyond computer science into an interdisciplinary endeavor.

Industry has also played a central role in shaping the trustworthy computing landscape, with
industry leaders like Microsoft at the forefront. In January 2002, Bill Gates issued his famous
“Trustworthy Computing” memo [23], which marked a turning point for Microsoft and the
broader tech industry. Gates’ directive highlighted the urgent need for the development of
trustworthy software and hardware products. The memo drew upon an internal Microsoft white
paper that defined four key pillars of trustworthiness: security, privacy, reliability, and business
integrity. This shift not only influenced Microsoft’s approach but also set a precedent for the
broader IT sector, solidifying the importance of trust as a core element of modern computing
practices. According to Wing [22], trustworthy computing comprises a set of overlapping
properties—reliability, safety, security, privacy, availability, and usability—applicable to hardware
and software systems and their interactions with humans and the physical world. Wing [22] also
emphasized that TAI systems require a more comprehensive set of properties than traditional
computing systems. TAI encompasses not only reliability, security, privacy, and usability, but
also additional properties such as probabilistic accuracy under uncertain conditions, fairness,
robustness, accountability, and explainability.



2.3. Trustworthy AI

The term “artificial intelligence” was first conceived at a workshop at Dartmouth college in
1956 [24]. Since then, the field has undergone several waves of rapid progress [25]. Since the
early 2010s, machine learning and deep learning have achieved groundbreaking advancements,
with the pace of progress continuing to accelerate. These developments have fueled visions
of a world enriched by intelligent agents enhancing individual’s lives, organizations, and
societies. However, AI is not a universal solution or a magic bullet. Like any other technology,
it offers significant benefits while also introducing new ethical, legal, and social challenges
that must be carefully addressed [26, 27]. The growing recognition of these challenges has led
to the proliferation of AI frameworks, guidelines, and reports in recent years. Notably, two
well-established public repositories of AI ethics guidelines include algorithmwatch [28] and
linking AI principles (LAIP) [29]: Algorithmwatch, an organization that monitors the societal
impact of digitalization, curated a collection of 167 AI ethics guidelines before ceasing new
submissions in April 2024 [28]. Meanwhile, LAIP continues to compile ethical frameworks, with
115 proposals recorded as of April 2, 2025 [29]. Overall, these guidelines and recent research on
trustworthiness [30] in the context of AI provide the key foundation for exploring the landscape
of TAI in this review. These frameworks and guidelines aim to guide the design, development,
and implementation of AI systems in ways that benefit individuals, businesses, and society while
reinforcing human-centric values. However, different concepts and terminologies are often
interpreted differently by various users and organizations. AI systems encompass both technical
artefacts and human operators [31, 32] and not isolated; they are embedded within social
contexts, forming complex socio-technical systems where society, technology, and organisation
mutually shape and influence one another [33]. There are various definitions of TAI, however
according to the European Commission’s AI high-level expert group (HLEG), TAI must comply
with legal, ethical, and technical standards while also being socially robust [8].

2.4. Stakeholders of Trustworthy AI (TAI)

Trust is a fundamental factor in the moral and ethical treatment of stakeholders. Hosmer
describes trust as “the expectation by one person, group or firm of ethically justifiable behavior
on the part of the other person, group or firm in a joint endeavor or economic exchange [34].”
In the context of TAI systems, a diverse range of stakeholders, including designers, developers,
AI/ML experts, data scientists, system engineers, project and product managers, regulators,
funding organizations, auditors, and users of AI technology, among others, all play a role [35].

The responsibility for ensuring the development and use of TAI systems extends to individuals
and organizations involved in their design, development, and maintenance, as well as legislative
and regulatory bodies at both the national and international levels [35]. From a practical point
of view, stakeholders directly influencing TAI system development include those responsible
for designing, building, and maintaining the systems, as well as the organizations funding their
creation. In contrast, those shaping ethical AI guidelines, such as public, private, and non-profit
organizations, and those involved in developing legal and regulatory frameworks for AI, play an
indirect role in shaping the behavior of AI systems. These actors must collaborate to establish
rules and frameworks that address the impacts of TAI. However, as the ethical AI guidelines



gain further clarity, the influence of these stakeholders, across public, private, and non-profit
sectors, will become more pronounced. Similarly, as national and international regulatory
bodies develop more detailed legal obligations for TAI systems, their impact on the day-to-day
practices of TAI development and deployment will continue to grow.

Despite the interest in developing TAI, there have been insufficient efforts to synthesize
existing research on how it is thought about, as well as to evaluate how current frameworks
address the needs and perspectives of various stakeholders (trustors) [36]. By broadening the
scope to include diverse stakeholder perspectives, we can better address relational aspects of
trust and ensure that TAI is designed to meet the needs of those it impacts.

3. Methodology

This literature review was conducted to explore current literature on trustworthy AI, its elements
and relevance to various stakeholders. The chosen review methodology is inspired by the
approach outlined by Webster & Watson [37], which offers valuable guidance for conducting a
concept-centric analysis that synthesizing existing knowledge.

3.1. Paper Collection

The search process was guided by the following boundary conditions:

Inclusion Criteria:

• Research papers that discuss or theorize concepts related to TAI (interdisciplinary field).
• Papers on TAI and related ethical guidelines or principles.

Exclusion Criteria:

• Papers focused on purely computational or technological work.
• Papers addressing only specific elements of TAI rather than the whole concept or other

terminologies except those that seem to be very close.

3.2. Search Process

We began the search process by selecting keywords, which we then used for literature searches.
This was followed by evaluating the identified literature and selecting relevant articles. Finally,
we conducted an in-depth analysis of the chosen literature.

3.2.1. Keyword Selection

We began by conducting a ‘traditional’ search with a broad query to identify fundamental
keywords for discussing TAI’s elements or dimensions, along with the relevant stakeholders
involved. The reason for the broad query was to avoid limiting the number of hits and to identify
the other concepts related to trustworthy AI. The search string, executed in Scopus and Web
of Science (‘trustworthy artificial intelligence’ OR TAI OR ethics) AND (stakeholder*), helped
identify articles addressing the ethical dimensions of TAI, including synonyms of TAI, and the



stakeholders involved to achieve TAI. The asterisk was used to ensure that different variations
of word conjugations were included in the search (e.g., ‘stakeholder,’ and ‘stakeholders’). Addi-
tionally, the ‘literature review papers’ discovered during the keyword search proved useful for
finding related keywords.

3.2.2. Literature Search

We expanded the search query to include more than just trustworthiness-related terms, as certain
terms can serve as synonyms for trustworthy AI. Additionally, we incorporated stakeholder
terms to meet the requirements of this research work. Consequently, the query included:

Query: (“trustworthy artificial intelligence” OR TAI OR “responsible artificial intelligence”
OR RAI OR “explainable artificial intelligence” OR XAI OR “ethical artificial intelligence” OR
“trustworthy AI” OR “responsible AI” OR “explainable AI” OR “ethical AI” OR “lawful AI”
OR “lawful act” OR “ethical guideline*” OR “ethical principle*” OR “ethical standard*”) AND
(stakeholder*).

Various combinations of keywords were employed to ensure relevancy in the search. The
publications were collected from the digital repositories of the association for information
systems AIS eLibrary (primarily to cover IS conference papers), Scopus database (using
“https://litbaskets.io/” to identify relevant IS and related interdisciplinary journals), Web of
Science (WOS), and the ACM Digital Library (Computing Literature).

The searches were performed on the title, abstract, and keywords of papers using the Boolean
operators “OR” and “AND.” The AIS eLibrary was searched due to its comprehensive coverage
of the latest advancements in both practice and academia within IS research. Since IS is an
interdisciplinary field that straddles other disciplines, it is often necessary to look not only
within the IS discipline when reviewing and developing theory but outside the field (Webster &
Watson, 2002). Therefore, the WoS, Scopus, and the ACM were also searched, which provide
access to a diverse array of peer-reviewed literature, including academic journals, conference
proceedings, and other scholarly documents across various academic fields.

An initial set of 896 records was compiled from four databases: 161 from the ACM Digital
Library, 716 from Web of Science, 19 from Scopus (via Literature Baskets), and none from AIS
eLibrary.

3.2.3. Literature Evaluation and Selection

The literature search was conducted with the aim to ensure comprehensive coverage of the
existing literature. The articles are restricted to English language and only included peer-
reviewed publications to ensure the research quality. The collection period for the AIS eLibrary,
ACM, and WOS was from March 1, 2020, to March 31, 2025. For Scopus, due to date limitations,
publications were collected from 2020 to 2025. The following items were excluded: articles
that did not meet the publication date criteria, papers outside the search scope, books or
book sections, articles shorter than six pages. Additionally, duplicates and triplicates were
carefully avoided, and references were manually examined to uncover any additional articles
or papers. The selection of papers was conducted in three steps. First, all fetched articles
were screened to assess their eligibility based on the inclusion and exclusion criteria. In the



Figure 1: A custom visual PRISMA representation of the search process.

second step, the abstracts of the remaining publications were reviewed. In the third step, the
full text of all remaining papers was thoroughly examined to identify those to be included.
Finally, backward and forward searches were conducted using the papers identified as starting
points, yielding two more relevant studies—one from each method. Throughout these steps,
the inclusion and exclusion criteria were consistently applied. In total, twenty papers from
the primary, backward, and forward sets were selected following in-depth review and filtering
[35, 36, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55]. We used the PRISMA
flow diagram [56] for clear and transparent reporting of the search process (see Figure 1).

In addition, sixteen frameworks, principles, or guidelines cited in the selected articles were
analyzed, offering valuable insights into the components of TAI and related concepts. While
some of these sources were published before 2020, it is important to emphasize that the primary
goal of this research is not to provide an exhaustive review of all global AI policy frameworks,
principles, or ethical guidelines. Rather, it aims to identify the key elements that define TAI and
who are the stakeholders.

Table 1 categorizes the articles by terminology and publication year. Among the terms used,
Explainable AI (XAI) is the most cited term (six articles), followed by Responsible AI (RAI) with
four. Trustworthy AI (TAI), Ethical AI (EAI), and Human-Centric AI (HC-AI) appear in two
articles each. Most publications appeared in 2024 (eight articles), followed by 2023 (five) and
2021 (four). One article was published in each of 2025, 2022, and 2020, totaling twenty articles.

Table 1
Selected articles classification by years and TAI related terminologies (on stakeholder perspective)

Year/TAI related terminology TAI RAI EAI XAI HC-AI Others Total
2025 [36] - - - - - 1
2024 - [46] [41] [39, 45, 47] - [44, 49, 54] 8
2023 - [48, 55] - [50] [38, 43] - 5
2022 - [35] - - - - 1
2021 - - [52] [42, 53] - [40] 4
2020 [51] - - - - - 1
Total 2 4 2 6 2 4 20



4. Results

Table 2 presents a comprehensive overview of the fourteen selected AI frameworks, principles,
or ethical guidelines, along with their associated themes. The leftmost column lists terminologies
such as TAI, RAI, EAI, HC-AI, XAI, and beneficial AI (BAI) while the rightmost column indicates
the number of principles associated with each framework.

Table 2
Overview of the nine randomly selected ethical frameworks

Terminologies Framework Theme Principles Description
TAI EC HLEG on AI

(EU)
Lawful, ethical, & robust TAI 4 principles of TAI,

encompassing 7
key requirements

TAI OECD Princi-
ples on AI (Intl.)

Human rights, democratic values,
& rule of law

5 principles for TAI

TAI White House AI
Principles (US)

Safe, ethical, & responsible devel-
opment & deployment of AI

10 principles for
TAI

TAI G20 AI Princi-
ples

Human rights, diversity, sustain-
ability, & global cooperation

5 principles for TAI

RAI Chinese AI Prin-
ciples

Development, governance, safety,
reliability & controllability

8 principles for
RAI

RAI Facebook: RAI Ethics considerations and societal
impact

5 principles for
RAI

RAI Montreal Decla-
ration

Fundamental interests of people
and for the development of RAI

10 principles for
RAI

EAI Recommendation
on EAI (Intl.).
UNESCO

Human Rights 10 principles for
EAI

EAI IBM: Everyday
EAI

Ethics embedded in AI design &
development

5 principles for
EAI

EAI AI4People assessment, development, incen-
tivization, & support

5 principles for
EAI, based on 20
action points

EAI UK AI Code Ethical AI code & development 5 principles for
EAI

HCAI Social Principles
of HCAI

Social Principles of Humanity 7 principles of
HCAI

XAI NIST XAI princi-
ples (US)

Risk Management 4 Principles of XAI

BAI Asilomar AI
Principles

Research issues, ethics and values,
and long-term issues

23 principles of
beneficial AI

These TAI frameworks include AI HLEG (4 principles), OECD (5 principles), White House
OSTP (10 principles), G20 AI principles (5 principles). RAI: Chinese AI Principles (8 principles),
Facebook (5 principles), and Montreal Declaration (10 principles). EAI includes UNESCO’s
Recommendation (10 principles), IBM’s Everyday EAI (5 principles), AI4People (5 principles),
and UK AI Code (5 principles). HC-AI is represented by Japan’s social principles (7 principles),



XAI includes NIST’s XAI framework (4 principles), while beneficial AI (BAI) includes Asilomar AI
Principles (23 principles). These frameworks were further validated using two well-established
public repositories of AI ethics guidelines: AlgorithmWatch [28] and the LAIP repository [29].

Table 3
Overview of the core TAI and related terminologies and associated elements

                       Guidelines/Principles   
Socio-technical Elements 

 
Abbreviations: 
Trustworthy AI - TAI 
Responsible AI - RAI 
Ethical AI - EAI 
Intelligent Analysis & IS - IAIS 
Human-Centric AI - HCAI 
Governance Principles for the New-  
Generation AI - GPNGAI 
European Comission - EU 
Organisation for Economic-  
Cooperation and Development - OECD EC
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Human agency and oversight x  x  x   x  x 5 
Human-centered values  x x x x x x  x x 8 
Societal & environmental wellbeing x x x x x x  x   7 
Contestability      x     1 
Innovation and Solutions  x x    x x   4 
Literacy / Education     x      1 
Collabration/ Muti-stake- holder/Adaptive 
Goveranance     x     x 2 

Inclusive growth/Sustainability  x x x x  x x  x 7 
Cultural/Socital value sentitive   x      x  2 
Technical robustness & safety x x x x x x  x  x 8 
Privacy and data governance x x x  x x x x x x 9 
Diversity, non-discrimination, & fairness /& 
democracy x x   x x x x x x 8 

Transparency x x x x x x x x  x 9 
Accountability x x x x x x x x x x 10 
Robustness  x x x      x 4 
Fairness /& Justice  x x x  x x x   6 
Explainability  x x x x   x x  6 
Reliablity   x   x  x   3 
Security  x x x x  x x   6 
Proportionality     x      1 
Harmony /& Friendliness   x     x   2 
Ratio of partially added ethical elements to the 
original count in the guideline. 7/7 13/5 16/7 10/5 14/10 10/8 9/7 14/8 6/5 10/5  

 
Table 3 presents a comprehensive overview of the ten selected AI frameworks, principles,



or ethical guidelines, along with their associated elements. In the final column of Table 3, the
frequency of each element mentioned across different frameworks having various themes. The
last row of Table 3 displays the ratio of partially included ethical elements1 relative
to the total number of principles/requirements outlined in the original policy frameworks.

5. Discussion

In this section, we discuss the results, including key elements of TAI, the stakeholders involved
in achieving TAI, and identify areas that have not been sufficiently explored. It also proposes
the future directions for researchers and practitioners to advance the development of TAI.
The discussion covers AI-community fragmentation, TAI and its key elements, stakeholders
involved, and the limitations of the current approach.

5.1. AI - community fragmentation

AI, like any technology, offers significant benefits but also introduces new ethical, legal, and
social challenges [26]. In response, numerous guidelines, frameworks, or guiding principles
related to TAI and its related concepts have emerged in recent years. These frameworks often
propose varying numbers of principles, requirements, or recommendations. Notably, differences
arise not only between distinct AI-related terminologies but also within the same terminology as
defined by different sources (see Table 2). As a result, the landscape of AI governance has become
increasingly complex, with various overlapping and sometimes inconsistent attributes expected
from AI systems. Terms like ‘AI Safety,’ ‘Fairness in AI,’ ‘Secure AI,’ ‘Explainable AI,’ ‘Transparent
AI,’ ‘Responsible AI,’ ‘Trustworthy AI,’ ‘Interpretable AI,’ ‘Robust AI,’ ‘Ethical AI,’ ‘Accountable
AI,’ ‘Resilient AI,’ ‘Reliable AI,’ ‘Black-box AI,’ ‘Privacy-enhanced AI,’ and ‘Federated AI’ reflect
this diversity of perspectives in this space [57]. This diversity can complicate understanding and
create the impression that AI governance communities are fragmented, and that the concept
of TAI lacks coherence and a unified definition. Nevertheless, despite these terminological
differences, these initiatives share a common objective: to enhance the benefits of AI while
mitigating its associated risks and harms. Ultimately, these overlapping concepts reflect both
multidisciplinary and interdisciplinary efforts to guide the development and deployment of
TAI systems, guided by experts from various disciplines. Although many definitions of TAI
have been proposed across various scenarios and themes, there is still no universally accepted
definition of TAI. The following are some of the most commonly used TAI-related terms and
their definitions, developed by experts from different disciplines and in different contexts.

Trustworthy AI: As defined by the european commission’s high-level expert group (HLEG)
on AI, trustworthy AI must adhere to legal, ethical, and technical standards while also being
socially robust [8]. It concerns not only the trustworthiness of the AI system itself but also
comprises the trustworthiness of all processes and actors involved in the system’s life cycle.
Responsible AI: According to the world economic forum (WEF), responsible AI refers

to the practice of designing, building, and deploying AI in a manner that empowers people

1Here partially included elements refer to cases where certain elements within specific frameworks serve as sub-
elements under different themes, often interpreted with slight variations.



and businesses while ensuring fair impacts on customers and society [58]. This approach
enables companies to engender trust and scale AI with confidence [58]. Arrieta et al. further
define responsible AI as a methodology for the implementation of AI methods in real world
organization with fairness, model explainability and accountability at its core [59].

Explainable AI: As noted by defense advanced research projects agency (DARPA), explain-
able AI aims to produce more explainable models, while maintaining a high level of learning
performance (prediction accuracy); that maintain high learning performance (prediction accu-
racy) while enabling human users to understand, appropriately trust, and effectively manage AI
systems [15].

Ethical AI, as defined by the european commission’s high-level expert group (HLEG) on AI,
ethical AI refers to the development, deployment and use of AI that ensures compliance with
ethical norms, including fundamental rights as special moral entitlements, moral principles and
related core values [8]. It is the second of the three core elements (lawful, ethical, and robust)
necessary for achieving TAI according to the EC’s HLEG on AI [8].

Despite differing terminologies, these initiatives share the common goal of maximizing AI’s
benefits while mitigating risks and potential harm.

5.2. Key elements of TAI

The goal of this review is to enhance understanding of TAI, identify its key elements tailored
to various contexts or themes, and identify the associated stakeholders. To explore the key
elements of TAI, we began by reviewing ten AI policy frameworks, guiding principles, or guide-
lines (see Table 3), tailored to different thematic areas (some listed in Table 2) and introduced by
various global organizations. These documents define the essential elements that AI systems
must possess to be considered trustworthy. Categorizing these socio-technical elements proved
challenging, as elements identified as primary in one framework often appeared as sub-elements
in another. Moreover, these elements were often organized under different context or themes,
sometimes with slight variations in interpretation. Considerable effort was invested in organiz-
ing these elements and assessing their frequency of occurrence across the frameworks. Among
the most frequently cited elements—appearing in at least eight of the ten frameworks—were:
Accountability: A relationship between an actor and a forum, in which the actor has an

obligation to explain and to justify his or her conduct, the forum can pose questions and pass
judgement, and the actor may face consequences [60]. Transparency: It refers to the need
to explain, interpret, and reproduce its decisions [61]. Privacy and data governance: It
emphasizes protecting data privacy, integrity, and quality, while ensuring individual’s rights
to access their data. [62]. Technical robustness and safety: This means, AI systems should
be technically robust and perform as expected by the users [8]. The system should recover
safely from failures, handle errors throughout the AI lifecycle, resist external attacks, and
produce reproducible results. Diversity, non-discrimination, and fairness: This means,
AI systems should ensure fairness and avoid direct or indirect discrimination against any
societal group, regardless of socio-economic factors [63]. Human-centered values: This
means that the use of AI must not infringe upon the fundamental human rights guaranteed
by the Constitution and international standards [64]. AI systems should empower human
beings, allowing them to make informed decisions and fostering their fundamental rights [8].



Other important elements—including societal and environmental well-being, inclusive growth
and sustainability, fairness and justice, explainability, and security—were cited in at least six
frameworks. Additionally, human agency and oversight appeared in five frameworks. In total,
we identified twenty-one distinct categorized elements across the selected frameworks. It is
important to note that some categories include multiple elements. This is due to the fact that
different frameworks use varying terminologies and structure their categories on diverse themes.
Consequently, the intended stakeholders may differ across frameworks, potentially leading to
confusion when interpreting elements associated to different contexts or thematic priorities.
Even elements cited less frequently still contribute meaningfully to the essential requirements
of TAI.

However, Jobin et al. [7] reviewed 84 ethical AI documents and found that while no single
principle/element appeared in all, elements like transparency, fairness, responsibility, non-
maleficence, and privacy were present in over half. The consensus is fragile due to inconsistent
terminology and lack of legal grounding—apart from the European AI Act (passed, but is still
under continued development)–leaving room for countries or companies to adopt alternative
principles for convenience or competitive advantage. Still, this emerging common ground
provides a useful foundation for aligning stakeholder expectations and guiding co-design in the
interdisciplinary field of AI, although challenges remain.

TAI elements are often interrelated; for instance, transparency supports accountability,
and fairness contributes to societal well-being. However, balancing these values in practice
frequently requires design trade-offs. A common tension arises between explainability and
performance, where more interpretable models—such as decision trees—may underperform
compared to more complex, deep neural network models. Similarly, efforts to enhance fairness,
such as mitigating bias, can sometimes lead to reduced accuracy for the majority class. The
tension between privacy and utility is also well-documented; for example, implementing dif-
ferential privacy may protect individual data but reduce the utility of datasets. Overall, these
findings highlight the core elements commonly emphasized in TAI discourse, suggesting that
existing frameworks may structure these elements differently depending on the thematic focus
they are developed around and the stakeholders involved. This observation can be seen as a
contribution to the field, offering a batter understanding of the evolving landscape of TAI.

5.3. The intended stakeholders for TAI

Duenser and Douglas [19] stated that: “Trust relationships involving AI are socio-technical in
nature, incorporating not only the AI itself but also people, laws, social norms, and institutions.”
Viewing AI as part of a socio-technical system is essential, as the roles of people (the stakeholders)
involved, those who design, develop, deploy, governance, guide and use the technology, are as
critical as the technology itself in establishing its trustworthiness.

Viewing TAI through a stakeholder lens enhances our socioeconomic understanding of the
primary challenges in achieving TAI. It emphasizes the interdependency among various stake-
holders, the themes for which TAI systems are developed, the technology itself, and the social
contexts in which TAI systems are developed and deployed. This perspective shifts the focus
from seeing AI merely as a technical artifact to recognizing TAI as a system deeply embedded
within human, organizational, and societal structures. Consequently, AI technologies must be



understood within their socio-technical contexts, with a particular emphasis on stakeholders,
rather than shareholders — both during their development and application.

From a practical perspective, the primary stakeholders directly influencing the development
of TAI systems include those involved in designing, developing, and maintaining these systems,
as well as the organizations that fund their creation. Those shaping the ethical AI guidelines,
such as public, private, and non-profit organizations, and those involved in developing legal
and regulatory frameworks for AI, play an indirect role in shaping the behavior of AI systems.
Additionally, the ecosystem of TAI stakeholders extends to include not only the users of these
systems but also those affected by their deployment. TAI, therefore, functions as a socio-technical
system, encompasses different stakeholders including developers, its users, the technology,
and the institutions that govern the interactions among different stakeholders. The term
“institutions that shape these interactions” refers to the formal and informal organizations,
policies, regulations, cultural norms, and frameworks that shape how TAI technologies are
developed, deployed, and used. These can include governmental bodies, regulatory agencies,
industry standards organizations, educational institutions, and even societal norms or ethical
guidelines. These institutions establish rules (such as EU AI act), provide oversight, and set
expectations that influence how stakeholders engage with AI systems. Effective collaboration
among these actors is crucial for building sustainable TAI systems and for continuous updating
and implementing rules and frameworks that address the broader impacts of TAI.

It is evident that various AI policy frameworks, principles, or guidelines have been developed
with varying thematic considerations in mind, and none can be considered perfect or complete
for every scenario. While, these documents present high-level objectives for TAI systems and the
underlying science and technology, they do not delve into specific technical implementations.
Moreover, the frameworks show significant overlap, with widespread agreement that AI should
promote the common good, avoid causing harm or violating rights, and uphold fundamental
human values.

Different stakeholders often have conflicting priorities. Such as, developers often prioritize
optimizing model performance, whereas regulators and users emphasize concerns about sys-
temic biases. Organizations may resist transparency due to proprietary algorithms, while civil
society groups and users increasingly demand explainability and accountability. In domains
such as health or mobility, researcher’s desire for open data access may conflict with individual’s
rights to privacy and consent. Moreover, the application of international AI principles may clash
with local legal systems, cultural values, or societal norms, creating friction across geopolitical
and social contexts. To address these conflicts, we believe all stakeholders must come together
to engage in dialogue, negotiate trade-offs, and collaboratively develop solutions.

As ethical AI guidelines continue to evolve and become more defined, the influence of
stakeholders across the public, private, and non-profit sectors is expected to grow significantly.
Similarly, national and international regulatory bodies will play an increasingly important
role as they introduce more detailed legal obligations with stakeholder responsibilities, further
shaping the daily practices involved in the development and deployment of TAI systems.



5.4. Limitations

This study limited to four databases—AIS eLibrary, scopus (via litbaskets), web of science, and
ACM digital Library— may not have been exhaustive, but it is expected that these studies will
contribute sufficient knowledge, aiding both novice and experienced researchers within the
studied subject. Furthermore, this study does not cover prior research on TAI-related topics
published before March 1, 2020, except for those in scopus databases, due to specific date
constraints (covering 2020–2025).

5.5. Conclusion

This study was motivated by the growing importance of TAI and the lack of a comprehensive
understanding of its key elements and the stakeholders involved. In response, we conducted a
scoping review to examine how TAI is conceptualized, what core TAI elements are emphasized,
and which stakeholders are involved.

Through thematic analysis, we identified twenty-one distinct elements. Among the most
frequently cited elements—appearing in at least eight of the ten frameworks—were accountabil-
ity, privacy and data governance, transparency, human-centered values, technical robustness
and safety, and diversity, non-discrimination, fairness, and democracy. Other important ele-
ments—including societal and environmental well-being, inclusive growth and sustainability,
fairness and justice, explainability, and security—were cited in at least six frameworks. Addition-
ally, human agency and oversight appeared in five frameworks. These elements are drawn from
ethical frameworks developed around diverse themes, reflecting different contextual priorities
and stakeholder perspectives. The diversity in structure and slight variations in interpreta-
tion reveal the challenges of consistently categorizing elements and highlight the potential
ambiguities in correctly identifying elements and their corresponding stakeholder relevance.

Our findings underscore that TAI is not merely a technical challenge but a socio-technical
endeavor involving a diverse ecosystem of stakeholders. These include developers, designers,
funding organizations, policymakers, regulatory agencies, users, and affected communities.
The study shows that ethical principles are often framed differently depending on institutional
priorities, cultural norms, and sectoral interests—resulting in distinct thematic orientations
across frameworks. Consequently, understanding TAI elements and stakeholders within their
specific contexts is essential for effectively interpreting and applying these frameworks. Viewing
AI through a stakeholder lens enhances our socioeconomic understanding of the key challenges
in achieving TAI. It highlights the inter-dependencies among stakeholders, the purposes for
which AI systems are developed, the technologies themselves, and the social contexts in which
they are implemented.

This observation can be seen as a contribution to the field, offering a batter understanding
of the evolving landscape of TAI, and the stockholders involved achieving TAI. We encourage
further exploration, validation of these findings, and the incorporation of new insights to
advance the ongoing discourse on TAI.
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