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Abstract
This paper presents a contribution to better interpretation of the results we get from GenAI models,
more specifically, better interpretation of the mistakes that they make. We have conducted an analysis of
644 (from GPT-4o) + 4858 (from ARIA) mistakes made by two models on a key-value extraction task, and
found that they may be categorised into three mutually exclusive groups. These groups are; i problems
identifying the requested information, p problems presenting the correct information, and s skewed
training data. These categories could be used to indicate which action a user could take to reduce the
number of mistakes. Further, we have found a strong correlation between the suggested categories and
the Ratcliff/Obershelp pattern recognition score between the generated result and the expected result; all
faulty results containing minor mistakes are more than 60% similar to the expected result. Only mistakes
based on lack of identifying what was requested had less than 60% similarity to the expected result.
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1. Introduction

While there aremany papers detailing the accuracy of large languagemodels’ (LLMs’) knowledge
of particular topics, or forms of reasoning, we are looking closer at the different ways that LLMs
are making mistakes, often called “hallucination”. While hallucinations are mentioned much
in media and AI research, the focus is mainly on avoiding them. One dimensional accuracy
measurements are giving some indication of how well models are presenting results at particular
tasks. The lack of discussion on what form the mistakes are taking in most of those papers are
leaving us with little insight into how one might reach higher accuracy results. For example,
shall we do better prompting, use better models, change the line of questioning, how one might
avoid the wrong results [1, 2], and what might be the edge cases that were not easy to classify
as right or wrong [3, 4, 5]?

This experiment had the aim of identifying patterns in the mistakes made by GenAI models
with vision capabilities, to better interpret if a model is the right fit for a certain task. This is
relevant to the currently emerging paradigm, where there are GenAI models of varying formats
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and aims, and the main question is no longer what model structure is the best one, but rather
“What model is the best for my particular task”.

We have conducted previous experiments on transcription tasks which had indicated possibil-
ities to systematically categorise the mistakes made [6, 7] (while hallucinations is currently used
to refer to a wide range of mistakes made by all GenAI models [8], we find this terminology to
be unhelpful, and will mainly use the term mistake to refer to the responses that are faulty). This
paper is a continuation of that work, towards systematically identifying the different mistakes
that these models make, so that we may better identify the best path forward when we get
lower-than-expected results from a GenAI model. It is not currently possible to automatically
identify whether the model or the prompt, or something else in the requested task is responsible
for unsatisfying results, when such occur. We contribute towards making such an identification
possible by here reporting our methods and results for identifying categories of mistakes that
are likely to have different sources.

The experiment is using the two multimodal generative models GPT-4o and ARIA to complete
a transcription task on a dataset of 3000 images. This provides us with an environment where
it is immediately clear if the model is understanding the requested task, and where it is easy
to automatically separate the correct answers from the incorrect ones, as opposed to pure
text questions which often require some qualitative interpretation. Further, we are requesting
transcriptions of both numbers and of natural language strings separately, allowing us to identify
possible differences in how they are interpreted by the models.

2. Background and Related work

The development of vision augmented LLM models has gone fast. The first ones were made
easily available just a year ago [9]. Despite this, there is such wide interest in using them that
there have been several significant developments since then. There are now many options for
vision-LLMs [10], including several open-source ones [11, 12]. Open-source models are extra
interesting for tasks which require careful data-handling. For example, medical sciences are
one of the main driving forces in AI enhanced image interpretation tasks [13], and many of
the images gathered for medical studies contain personally identifiable information, making
them difficult to handle without breaking confidentiality laws. When it is possible to run all AI
tasks locally, such issues disappear. This progress also builds on decades of research in optical
character recognition (OCR), which has long aimed to automate transcription tasks and other
kinds of information extraction from images. While traditional OCR methods had limitations
in dealing with complex layouts or degraded text, vision-capable models have significantly
improved the accuracy and versatility of these systems, expanding their usefulness in domains
that demand both precision and context understanding [7, 14, 15].

Vision models generally have a three-part structure; one for interpreting the image, one for
interpreting text, and one that combines the end result in a fitting way [16, 17]. There are other
versions suggested as well [18, 19]. Many of these models are possible to fine-tune to be better
at your desired task. There are several different ways this may be done. Regular fine-tuning,
where the whole model is re-trained with the added dataset. LoRA (Low Rank Adaption) [20, 21]
fine-tuning, where the new training-data is added in between layers rather than making any



changes to the pre-trained parts of the model. And there are also good results from adding the
new data to the beginning of the model [22].

There are also other ways to add additional training-data to a pre-trained model. These
include Retrieval Augmented Generation (RAG) [23], larger context windows [24], and creating
pipelines which ads the relevant information to the model at the right time [25].

A recent addition to the set of GenAI architecture is mixture-of-experts solutions. These aim
at minimising the effort used for any particular task, by allowing for separating the models
into several parts, where some parts may be ignored when they are deemed irrelevant for the
intended task [26]. For our experiment, we are using a model based on this kind of architecture;
ARIA [27], the best GenAI model with vision-to-text capabilities available to run locally at the
beginning of this project. To contrast it, we are using OpenAIs model GPT4-o, the best available
model with vision-to-text capabilities at the time.

With these great progresses, there are still some shortcomings [28, 29]. Hallucinations have
become the standard word to use for mistakes made by Generative AI models [30, 31], and there
are both many ways for the models to make mistakes [32, 33, 34], and for us researchers to judge
or estimate what should be counted as a mistake [35, 36]. This is the area in which our paper
will contribute. There have been some in-depth qualitative studies done on the hallucinations
of these models [37, 8], discussing how the content and factuality of text relates to generated
text [28, 38, 39], and of course the many that are stating the presence of mistakes simply by
presenting the accuracy results of some experiment [40]. There have not been much exploration
of what can be learned quantitatively from the mistakes themselves. While simple accuracy
estimations allow for fast comparison between several ways to solve the same task, they give
little insight into how any of the ways may be improved. The emergence of prompt engineering
as a role in itself [41, 42, 43] shows that it is possible to reach significantly different accuracy
results depending not only on the information provided to the model of what task it should
complete, but also how the information is presented to the model. It would be valuable to be
able to identify whether lower accuracy results from using a model is due to the limitations of
the model, or to the limitations of the prompt used.

3. Methodology

This section contains all the details of the conducted experiment, the results are presented in
the next section.

3.1. Dataset

The dataset consists of 3000 images of real receipts collected from a wide range of purchases
in Sweden. The images are scans or photos containing both full view of receipts, and in most
cases some additional background such as hands, tables, and knees. Most of the receipts have
wrinkles and are not fully flat, which makes them harder to read, and keeps them representative
of receipt scans that are uploaded to receipt-reading services.

These images provide a complex task of identifying the correct information requested in the
prompt, extracting it correctly, and then presenting it in the way specified by the prompt. If



any one of these steps go wrong, the end result will be faulty. This makes it very impressive
that some of these models are able to reach high accuracy results [7, 19].

So from this raw dataset, we created the data used in our experiment; we ran each image
through each of the two models, and created separate JSON files containing the response of
each reading, for each of the model. The same prompt was used for both models. GPT-4o was
accessed through an API call, and ARIA was run locally on a Nvidia A100 GPU. These models
were chosen for being the best available, and respectively the best available to run locally, in
regards to OCR tasks [44], at the time of our experiments.

This gave us three datasets for our comparisons: 3000 JSON files with GPT-4o transcriptions,
3000 JSON files with ARIA transcriptions, and 3000 JSON files containing the key for each
image.

We made python code that compared a selection of keys from each file: date, total amount to
pay, VAT amount, company name, and organisation number. We chose these keys to include in
this experiment because they are present in most of the images, so they are more representative
of a standard receipt than for example ”tips” which are only present on a small minority of the
images. When we originally included more of these keys in the comparison, it meant we had
to do much more data cleaning. We decided a smaller dataset is preferable to a more complex
cleaning step, to ensure the replicability of our results.

3.2. Prompt

The prompt that was used was developed by Fortnox AB, with support from Microsoft. It is
extracting most of the information that could be of book-keeping interest from each receipt.
While this means that a large amount of keys have been extracted from each image, we choose
to do our analysis on only 5 keys, so that we only looked at what is available on the majority of
the images. Including keys that exist on fewer of the images would require more time spent on
the data cleaning, without increasing the amount of useful mistakes in a proportional way.

We included TotalAmount as a representation of a free-format number. We included date, and
VAT as a representations of a number to be extracted in a specific format. OrganisationNumber
as a representation of longer number strings (which are known to be difficult for GenAI models
[6]), and finally MerchantName to represent text. We included this variety of keys, since it is
known that there are patterns of different mistakes made for different kinds of information.

1 Your task is to extract EXACT information from receipts.
2 Extract the total amount to pay (totalt, totalbelopp, att betala).
3 Extract the total vat (moms, momsbelopp, total moms).
4 Extract one or more vat details (moms).
5 Vat rates can only be 25% | 12% | 6% | 0%. Use 0% if no vat is found.
6 Extract the currency.
7 Extract the date (format yyyy-MM-dd). Use "" if not found.
8 Extract payment method (betalningsmetod).
9 Extract tip if found.

10 Extract bonuses or discounts if found.
11 Extract the supplier name. Use "" if not found.
12 Extract the supplier organisation number (organisationsnummer / orgnummer). Use "" if

not found.↪



13 Extract all items (articles).
14

15 Your final output must satisfy the following typescript schema:
16

17 Valid VAT rates
18 type VatRate = "0%" | "12%" | "25%" | "6%";
19

20 Valid payment methods
21 type PaymentMethod = "" | "card" | "gift card" | "mobile" | "swish";
22

23 Valid currency types
24 type Currency = "SEK" | "DKK" | "NOK" | "EUR" | "USD" | "GBP" | "JPY" | "AUD" | "CHF"

| "CAD" | "CNY" | "SGD" | "KRW" | "PLN" | "INR" | "HUF" | "other";↪

25

26 Item interface
27 interface Item {
28 totalAmount: number;
29 quantity: number;
30 price: number;
31 name: string;
32 }
33

34 VAT detail interface
35 interface VatDetail {
36 amount: number;
37 rate: VatRate;
38 }
39

40 Main receipt interface
41 interface Receipt {
42 date: string;
43 bonus: number;
44 vat: number;
45 currency: Currency;
46 merchantName: string;
47 totalAmount: number;
48 orgno: string;
49 paymentMethod: PaymentMethod;
50 tip: number;
51 vatDetails: VatDetail[];
52 items: Item[];
53 }
54

55 Return the response in a JSON-format that satisfies the above typescript type for
Receipt.↪

56 Only use the types from above nothing else.
57 Only output pure json.
58 Do your best, think step by step.



3.3. Data Cleaning

We have two datasets of 15000 comparisons (the amount of files multiplied with the amount of
keys we chose for the comparison) in the format of excel sheets.

For each of them we conduct the following steps:

1. We remove all rows where our transcriptions match the keys.
2. We remove all rows where the key has no entry.
3. This left us with 644 (GPT-4o), and 4858 (ARIA) results that did not match their respective

keys.

An additional 488 rowswere removed during the annotation process. These were comparisons
that were not identifiable earlier in the process as irrelevant to our study, but which could have
skewed our results if they have been left in the final dataset. All of these rows were ones where
we deemed it inaccurate to count the transcription as wrong, despite it not matching the key.
Here are some examples of these instances:

• The key stating ”Company Name”, and the model’s result is stating ”Company Name AB”.
Both answers are present on the receipt and may therefore be seen as correct.

• The key stating ”179.90” and the transcription stating ”180”, and the image stating that
the total amount is 180, but that the card was charged 179.90. Both answers are therefore
present on the receipt as a total amount, and may be seen as correct.

Only these false positives were removed.

3.4. Annotation

Once the set of transcriptions was ready, we annotated each row with one of the following:

• i: the mistake is not correctly identifying what information is requested
• s: the mistake is skewed data, presenting a word or number that is clearly not a misreading
of what is present on the image, but instead a word or number from the training data
that the model interprets as equivalent

• p: when the correct information is identified, and mostly correctly presented, we have
annotated with p for presentation, where the mistake is a presentation problem. Wrong
spellings are included here. Reading i as 1, and 8 as 3, are included here.

Category s could be understood as relating to the category ”confabulations” as introduced
in [39]. They are not identical since that concept is focused on the meaning content of text,
and we are focusing on the characters, but both concepts aim to find wrong answers that may
appear right when there is no key available. No row was left unannotated, and the categories
are mutually exclusive so that no row could be annotated into more than one category.

3.5. Ratcliff/Obershelp pattern, Jaccard simularity and Levenshtein distance

Once all rows were annotated, we had noticed a pattern of mistakes in the p category being
close to the correct replies with only a difference of one or two symbols (e.g. misspellings or



reading a 7 as a 1). This is partly per definition, but indicated a possibility of automatically
identifying which category a particular mistake belongs to. Based on this, we ran the document
through Python code that added a Ratcliff/Obershelp pattern calculation [45], a Jaccard similarity
percentage [46], and a Levenshtein distance [47] for each row. We found that there was a strong
correlation between the Ratcliff/Obershelp similarity of a response to its key, and what mistake
category it had been annotated as. While it is not surprising that we found correlations, since
part of the definition of the category p that the result is similar to the correct one, it was
unexpected that there was a consistent amount of spelling mistakes, rather than an evenly
distributed one.

Levenshtein distance, however, did not show any useful correlation with the categories.
While it correctly identifies long strings as being close to the correct answer when there are
only spelling mistakes, it does not account for length of the compared strings, which makes
fully wrong replies score equally good as slightly wrong ones, when the compared strings are
short.

Jaccard similarity had some predictive value; lower similarity correlates with category i, and
higher with category p, however there is no cut-off point between them, and the distribution is
broad. Further, Jaccard similarity is based on only the characters that are present, which means
that it calculates two strings as equal, if they contain the same characters, even if the characters
are not in the same order. This means that it equates 660 with 600, which is not ideal.

Ratcliff/Obershelp pattern matching, also called Gestalt pattern matching, is accounting
for the characters present, the lengths of the strings, and the order of the characters in the
strings. This makes it a useful algorithm for identifying what kind of mistake a generative
model has made, by simply calculating the pattern matching score. And such an estimate may
be performed automatically, making it possible to identify the character of the mistakes a model
makes for a task without any further manual or otherwise qualitative interpretation of faulty
responses from models. When we sorted the rows according to their similarity score, we found
a very strong cut-off point, where there are no instances of i mistakes above it, and no instances
of p mistakes below it. This correlation will be shown in detail in the results section. While this
is here shown to be true in the context of our experiment, we have not yet tested the possibilities
of generalising this to other application areas. It is possible that this correlation holds true
for other tasks where it is possible to systematically identify one unique correct answer in
relation to a prompt. The category s (hallucinations according to the most common usage of it
in literature on Chatbots; ”fictional or erroneous information” [8] ) had no cut-off point, but the
majority of the mistakes in this category had a high Ratcliff/Obershelp similarity score.

4. Results and Discussion

We present two primary findings from this experiment. First, we identified a consistent and
practical categorization scheme for all transcription mistakes made by GenAI models with
vision-to-text capabilities, in scenarios where a structured key is available for comparison.
These categories—i (identification), p (presentation), and s (skewed training data)—are broadly
applicable across all types of errors observed in our experiments, which involved thousands of
receipt images.



As shown in Table 1, both ARIA and GPT-4o models produced mistakes that fell across
all three categories, and the distributions of these mistakes are not uniform. ARIA made
significantly more total mistakes (4,858 vs. 644), and the majority of its mistakes (4,124) were
classified as identification mistakes. GPT-4o, by contrast, exhibited a more balanced distribution,
with 403 presentation, and 138 identification mistakes. This uneven distribution suggests that
these errors are not random and may reflect inherent tendencies in how each model handles
uncertainty or incomplete information. While it is well known that GPT-4o avoid giving blank
answers to the degree of producing factual contradictions [48, 49, 50, 24], such tendencies are
not necessary for all GenAI models, which might be the explanation for this difference in this
case.

Table 1
Number of mistakes identified in each category for each model.

Dataset Model Total data-points Total mistakes i p s
Fortnox 3000 ARIA 15000 4858 4124 605 129
Fortnox 3000 GPT-4o 15000 644 138 403 103

This disparity highlights that these errors are not random; rather, they reflect consistent
patterns tied to model behaviour. Table 2 quantifies the difference, using GPT-4o as a baseline:
ARIA made 2,888% more identification mistakes, 50% more presentation mistakes, and 25% more
skewed data mistakes. The striking increase in i mistakes from ARIA suggests a conservative
extraction approach—opting to leave fields blank when uncertain.

Table 2
Variance in the number of mistakes in each category between different models.

Category GPT-4o ARIA Variance (%)
i 138 4124 +2888%
p 403 605 +50%
s 103 129 +25%

Field-level analysis provides more insight. Table 3 breaks down the number and type of
mistakes by data key. ARIA’s highest concentration of identification errors occurred with the
Merchant Name and Organisation Number fields—1,619 and 1,847 respectively. For these, the
model frequently failed to return any value, even when the information was clearly visibly
present in the image. Table 4 supports this: ARIA’s empty response rate was 91% for Merchant
Name and 98% for Organisation Number, versus 40% and 9% for GPT-4o, respectively. These
high omission rates indicate ARIA’s tendency to skip uncertain fields entirely, possibly due to a
narrower confidence threshold or the model being overwhelmed by the amount of information
that was requested of it [51, 52].

The significant difference in identifying Organisation Numbers may also be explained by
the structural properties of receipts and the training-data of the models. For example, Swedish
Organisation Numbers are often present but not explicitly labelled as such in the receipts in our
dataset. Models not specifically trained to recognize these patterns, such as ARIA, are more
prone to fail on identification, especially if they rely on keyword cues. GPT-4o, by contrast,



appears more likely to attempt a response even when uncertain, which explains its higher
relative rate of presentation mistakes, where the correct value is approximated but not matched
exactly to the key.

Table 3
Distribution of mistakes across keys and models. All categories of mistakes were found in all of the
subcategories that were analysed.

Category
GPT-4o ARIA

i p s i p s
Date 6 75 2 10 271 110
VAT 35 45 4 522 81 2
Merchant Name 48 37 2 1619 122 9
Total Amount 25 13 1 126 92 3
Org No 24 233 94 1847 39 5

Table 4
How many of all mistakes were empty responses, and how many were Category s.

Category
Empty Values Category s

GPT-4o ARIA GPT-4o ARIA
Amount % Amount % Amount % Amount %

Date 6 7% 10 3% 2 2% 110 28%
VAT 10 12% 113 19% 4 5% 2 0.3%
Merchant Name 35 40% 1597 91% 2 2% 9 1%
Total Amount 5 13% 14 6% 1 3% 3 1%
Org No 17 9% 1845 98% 94 27% 5 0.3%

Additionally, the Merchant Name field revealed another nuance. According to Table 5, this
field was the most affected by cleaning in both model outputs. GPT-4o had a 21% retention rate
post-cleaning, while ARIA retained 86%. This difference is partly explained by ARIAs tendency
to give blank answers. But it brings our attention to another issue with automatic accuracy
estimations; instances where there are multiple correct answers. All of the results that were
removed in this data-cleaning had the issue of having multiple accurate results. They could
have been included in our experiment if the keys were of a format that allowed several answers
to be understood as correct.

The second major finding is the strong correlation between Ratcliff/Obershelp similarity
scores and error category. Table 6 shows that all identification mistakes i had similarity scores
below 60%, while presentation mistakes p had scores of 60% or higher. Skewed data mistakes
s showed a mixed pattern: most were above 60%, but a small percentage (10% for GPT-4o,
5% for ARIA) fell between 35–60%. This suggests that Ratcliff/Obershelp similarity can be
used as a heuristic for error classification, high similarity likely indicates p or s errors, while
low similarity indicates i errors. The exact threshold may vary depending on text length and
structure of the information that is extracted, but the trend holds across both models and all
keys that we tested.

Further analysis of skewed data errors reveals model-specific behaviour. ARIA exhibits a
high rate of s errors in the Date field (28%), suggesting a tendency to hallucinate plausible



Table 5
Data loss during the cleaning process for each key, for each model.

Category Original Cleaned % of Original
GPT-4o

Date 122 83 68%
VAT 95 84 88%
Merchant Name 408 87 21%
Total Amount 89 39 44%
Organisation No 419 351 84%

ARIA
Date 423 391 92%
VAT 674 604 90%
Merchant Name 2054 1760 86%
Total Amount 257 221 86%
Organisation No 1891 1891 100%

Table 6
Distribution of items by Ratcliff/Obershelp Similarity threshold (60% cutoff).

Category < 60% < 60% (%) ≥ 60% ≥ 60% (%) Number of
GPT-4o

i 138 100% 0 0% 138
p 0 0% 403 100% 403
s 18 17% 85 83% 119

ARIA
i 4124 100% 0 0% 4124
p 0 0% 605 100% 605
s 7 5% 122 95% 129

but incorrect values when uncertain. In contrast, GPT-4o shows more skewed mistakes in the
VAT field (5%), but overall keeps skewed data rates low across most keys (Table 4). These
patterns reinforce the idea that ARIA is conservative—risking omissions—while GPT-4o aims
for completeness, sometimes at the expense of accuracy.

By combining our categorization with Ratcliff/Obershelp similarity metrics, we provide a
replicable framework for analysing transcription performance.

5. Conclusion

We made an experiment focused on identifying categories of mistakes made by GenAI models,
with the intention of finding patterns that could help clarify what models may or may not be
useful for particular tasks, further than a simple accuracy estimate does. We found two useful
patterns; that there are three systematically identifiable categories of mistakes that reoccur
across different models, and that there is a simple way to automatically sort mistakes into at least
two of these categories. This paper reports the details of how the experiment was conducted,
and we suggest that further research should be done on the possibilities of generalising these



findings, and on identifying the reasons for why these mistakes occur.
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